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Abstract.  The aim of this research is to analyze the number of criminal cases in Indonesia by 

utilizing unsupervised learning techniques. The unsupervised learning technique used is data 

mining by mapping clusters of regions in Indonesia. Sources of data were obtained from the 

Operations Control Bureau, National Police Headquarters of the Republic of Indonesia through 

processed data from the Central Statistics Agency (abbreviated as BPS) with data url: 

https://www.bps.go.id. The data mining method used to map the form of calcter is k-medoid. 

The data used is data on the number of crimes according to the regional police (2017-2019) 

which consists of 34 records. The attribute used is the number of crimes in the past three years 

based on the regional police for each province. The mapping label used is the high cluster (D1) 

and the low cluster (D2) on the number of criminal acts in Indonesia. The mapping analysis 

process uses the help of Rapid Miner software. In determining the amount of calcter (k = 2) is 

done using the Davies Bouldin Index (DBI) parameter with a value of 0.876 (the smaller the 

better). The results showed that six provinces were in the high cluster (D1) and twenty-eight 

provinces were in the low cluster (D2). The final centroid in each cluster is 16,008; 21,498; 

21,616 (cluster_0 / D1) and 6,994; 7,311; 6,785 (cluster_1 / D2). The six provinces in the high 

cluster of criminal cases are North Sumatra, South Sumatra, Metro Jaya, West Java, East Java 

and South Sulawesi. The results of the research are expected to provide information for the 

government to reduce the number of criminal acts in Indonesia based on the number of clusters 

that exist. 

1. Introduction 

Data mining is one of the techniques of unregulated learning, in which anybody can not know the 

predicted results [1], [2]. The results shown are calculated only by the weight value which has been 

obtained at the start of the device construction and the classification of similarly coveted items in a 

specific region or area [3], [4]. In other words, data mining is a form of learning that can be used to 

find or classify a pattern for several related objects not totally identical [5]. One approach is k-means 

k-medoids, which is a very common data mining method for business, academia and industry [6]–[11]. 
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As seen in the following image, the following is the unchecked learning technique with clustering 

technique: 

 
Figure 1. Unsupervised Learning techniques in data mining clustering 

 

Criminal activity or also called crime is a community phenomenon because space and time cannot 

be isolated. It is therefore the responsibility of the State to provide protection to its people. The effort 

to achieve and build a sense of community security is a strategic move which also influences the 

achievement of national growth [12]. One is to avoid the occurrence in Indonesia of crime and to 

reduce the crime rate [13]. There are fluctuating and growing numbers of criminal offenses in 

Indonesia. As can be seen in Figure 2 of the data collected from the BPS. 

 

 
Figure 2. Graph of the Development of the Number of Criminal Acts in Indonesia 2000-2015 

Source: BPS 

 

As can be seen in the above curve, the number of criminal acts fluctuated and increased in 

Indonesia during 2000-2015. The number of criminal offenses in Indonesia rose in 2007 to 330,384 

and then continued to fluctuate until 2014. The study focuses on data on the number of criminal 

actions handled by the Central Statistical Bureau (abbreviated as BPS) in which the data is collect by 

unregulated clustering techniques, which map regions to the number of Indonesian criminal cases 

based on provincial regional police. In this research, the clustering approach is k-medoids which is 

well known for its superiority [14]. The development of the K-means method [15] is one of the 

advantages of this strategy. A number of previous studies have been carried out to solve clustering 

issues, apart from the advantages of the k-medoid technique. As Zulhipni Reno Saputra Elsi (2020) 

[16] was also doing during the Covid-19 pandemic in Indonesia, with respect to the use of data mining 

techniques in national food security. This paper introduces the k-medoid approach for mapping the 

national food safety of Indonesia during the Pandemic Covid-19. The results of the calculations show 

that 19 provinces in C1 (high) and 14 provinces in C2 (low) or about 42% of Indonesians are still 

under-food. The results of research will hopefully increase data mining awareness and provide 

information on mapping in the form of regional clusters with a number of cases of criminal activity in 

Indonesia. In order to enable the Government to reduce the number of criminal cases in Indonesia in 

order to establish a fair and stable society. 
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2. Methodology 

2.1. Data Mining 

The method of data mining reveals meaningful patterns, interconnections and new trends through the 

filtering out of vast quantities of data contained in previously unknown stores [8], [10], [17]–[19]. 

Methods include the selection, classifying, associating and estimating of the data [3], [20]–[22]. The 

first phase of the data mining process is often clustering. Many clustering algorithms, such as k-means, 

strengthens k-means k-medoids (PAM), fuzzy c-means, and others have been used by previous 

researchers [23]. 

 

2.2. K-Medoids Method 

The distinction between the k-medoids algorithm and the k-means algorithm is that the k-medoids 

method uses artifacts as a (medoid) cluster center for the cluster, and a median value for the cluster 

center for the k-means method. Furthermore, the k-medoid approach is better suited than the k-median 

method to community data [24], [25]. 

 

2.3. Data 

Daten was collected through data processed from the Central Statistic Agency (abbreviated as the 

BPS) with data Url: https:/www.bps.go.id from the Bureau of Control of Operations, National Policing 

Headquarters, Republic of Indonesia. For mapping areas, the data mining approach is k-medoid. Data 

from Regional Police (2017-2019), which contains 34 reports, was used as data on the number of 

crimes. Using the Rapid Miner app, clean data is analyzed using clustering methods. As shown in the 

following table, the following raw data and processed data: 

 

Table 1. Research data (source: BPS) 
Regional Police 2019 2018 2017 

Aceh 7,483 8,758 8,885 

North Sumatra 30,831 32,922 39,867 

West Sumatra 11,064 12,953 13,205 
Riau 6,570 7,246 6,869 

Jambi 6,848 6,313 9,531 

South Sumatra 12,861 13,558 15,728 
Bengkulu 3,453 3,389 4,867 

Lampung 8,534 8,963 11,089 

Kep. Bangka Belitung 1,953 2,048 1,931 
Kep. Riau 3,159 3,409 3,673 

Metro Jaya 31,934 34,655 34,767 

West Java 13,145 16,209 25,183 
Central Java 10,317 9,127 12,033 

In Yogyakarta 6,650 6,731 7,251 

East Java 26,985 26,295 34,598 
Banten 3,287 3,623 3,692 

Bali 3,047 3,212 3,589 

West Nusa Tenggara 8,185 6,451 8,132 
East Nusa Tenggara 5,865 6,257 6,729 

West Kalimantan 4,721 5,814 6,020 

Central Kalimantan 2,444 2,667 2,699 
South Borneo 5,375 5,699 6,578 

East Kalimantan 4,417 6,287 9,149 

North Kalimantan 876 396 0 
North Sulawesi 7,425 10,247 7,981 

Central Sulawesi 6,265 9,379 10,240 

South Sulawesi 16,008 21,498 21,616 
Southeast Sulawesi 1,213 1,263 2,866 

Gorontalo 2,367 2,836 3,099 

West Sulawesi 1,863 1,817 1,841 
Maluku 3,495 2,751 3,086 

North Maluku 718 722 789 

West Papua 2,972 3,475 2,284 
Papua 6,994 7,311 6,785 
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3. Results and Discussion 

Data in Table 1 is processed at this stage with the k-medoids method. The mapping label used for 

clustering is two-class, namely the high cluster (C1) and the low cluster (C2). This is a model design 

with Rapid Miner clustering. 

 
Figure 3. Mapping modeling the form of clusters in cases of the number of crimes with Rapid miner 

 

In Figure 3, the data entry process is clarified by using the read excel method to enter data prepared as 

in Table 1. The K-medoids model is included for its duties and roles, namely cluster mapping of the 

number of criminal cases based on regions in Indonesia. Besides, performance tools (Davies Bouldin 

Index (DBI)) are used to assess the strength of the formed clusters. This study uses 2 clusters, namely 

the high cluster (C1) and the low cluster (C2), in Indonesia's number of criminal cases. 

  

Figure 4. The results of 

the k-medoid mapping 

 

 

 

 

 

Figure 5. The high cluster (cluster_0) and the low cluster (cluster_1) 

 

Figures 4 and 5 explain the mapping results in clusters for the number of criminal cases in 

Indonesia based on regions where the results for high clusters (C1) are approximately 18% (6 

provinces) and 82% (28 provinces) in low clusters (C2). The six provinces are North Sumatra, South 

Sumatra, Metro Jaya, West Java, East Java, and South Sulawesi. Here are the last values for the high 

(cluster 0) and low (cluster 1) clusters shown below: 
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Figure 6. The final centroid results 

 

The following is a mapping image in the form of scattered plots by region in the number of criminal 

cases in Indonesia as shown in the following figure: 

 

 
Figure 7. Clustering visualization with a scatter plotter 

 

Davies-Bouldin Index (DBI) is an internal evaluation tool that tests cluster evaluation using a 

clustering method. The smaller the DBI value obtained (non-negative>=0), the stronger the cluster (k) 

obtained from the k-medoid group used. In the experiments carried out on 34 datasets and the number 

of clusters 2 (k = 2), the average value of the Davies-Bouldin Index (DBI) for 34 datasets was 0.876. 

The results of the DBI using the RapidMiner program are shown below. 

  

 
Figure 8. Performance Vector Results 
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4. Conclusion 

Based on the results obtained, a mapping of the number of criminal cases in Indonesia using the k-

medoids method can be used in clusters. This is demonstrated by developing two optimal clusters (k = 

2) using the Davies-Bouldin Index (DBI) parameter. The mapping of the number of crimes in 

Indonesia must be a concern for the government to build a sense of security in the community. 
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